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Abstract 
 

Stock price prediction is one of the fast-growing fields, in developing countries like Tanzania it has a 

significant impact on investments in the public sector, private, and individual investors. The traditional 

prediction methods under statistical and econometric techniques cannot handle non-stationary financial 

time series stock data and produce accurate results. Hence, machine learning techniques are used for stock 

price prediction for this complex problem relying on past stock prices. This study utilizes a Long Short 

Term Memory neural network designed with a dropout layer, which reduces data's overfitting and 

diffusion gradient by Rectifier Linear Unit activation. Further, a Multiple Linear Regression network with 

more hidden layers for additional tuning of weights for better prediction and a Variational Quantum 

Neural Network utilizing PennyLane and Quantum Dense libraries to run quantum circuits for prediction 

are considered. The results of performance predictors like the coefficient of determination, the mean square 

error, the mean absolute error, and the mean absolute percentage error are compared to identify the best 

neural network for low stock price prediction on the National Microfinance Bank and the Cooperation 

Rural Development Bank data of Tanzania. 

 

Introduction 

A neural network (NN) is a machine learning 
(ML) approach that works similarly to the 
human brain in decision-making by employing 
copying in the action process, the way 
biological neurons cooperate to recognize 
phenomena, weigh options, and come to 
conclusions. Neurons represent a non-linear 
function by cooperating with one or more 
inputs to a single real number, NN assists in 
decision-making by learning faster the 
relationships between input and output data 

that are non-linear and complex, (Oh et al., 
2020). NN can be used for medical image 
classification, chemical compound 
identification, and financial predictions by 
processing historical data of financial 
instruments. 

A stock market is a public market in which 
shares are bought and sold by publicly listed 
companies. Ownership of stock means you are 
part of the asset and profit of the company in 
terms of the number of shares held, (Quadir et 
al., 2023). Stock price prediction is more 
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significant to capital gains and cash flows to 
investors which signifies the economic health of 
the country. Stock price prediction is a difficult 
task for maximum profit and minimum risk for 
investments since it is featured by dynamic, 
volatility, and geo-political war which makes 
the prediction process complex (Ribeiro et al., 
2021; Rai and Grag, 2021; Doong and Doan, 
2021, Avramov et al., 2021; Singh and Khushi; 
2021). 

The advancement of artificial intelligence (AI) 
has led to the application of ML and deep 
learning (DL) methods to predict stock prices, 
they employ historical data and different 
algorithms to identify patterns rather than 
relying on traditional statistical methods 
(Ezugwu et al., 2022). Classical NNs (CNNs) are 
those that incorporate neurons with input 
layers, one or more hidden layers, and output 
layers. The neurons are connected with an 
associated weight, and threshold value, by 
backward, and forward propagation of input 
patterns that can be recognized (Neilsen, 2015). 
The CNN models considered in this study are 
long short-term memory (LSTM), and multiple 
layer regression (MLR).  The LSTM is the 
recurrent neural network (RNN) with the 
importance of pattern recognition of stock data 
with long-term dependencies and solves the 
diffusion gradient problem in conventional 
RNNs by incorporating a better learning 
mechanism from sequential stock data. 

Alkhatib et al. (2022), employed an LSTM model 
to predict the stock price of Tesla stock data and 
assessed the mean absolute percentage error 
(MAPE) values for different numbers of inputs. 
The MAPE values obtained are 1.89 and 2.533 
for four and six inputs respectively. Further, the 
multiple layer sequential long short-term 
memory (MLS-LSTM) methods were used to 
predict Samsung's low stock price data the 
results of the coefficient of determination (R2) is 
98.1% and with a MAPE value of 2.18, the 
presence of more hidden layers in the MLS-
LSTM was advantageous as compared to the 
previous research, (Quadir et al., 2023). This 
makes the LSTM network applicable to 
financial time series prediction due to its 
powerful memory capacity. 

The MLR model utilizes the linear relationship 
between independent and dependent variables, 
the MLR model was used in predicting house 
prices in Boston to assess the accuracy of the 
Spearman correlation coefficient which 
increases the constructive robustness of the 
model (Zhang, 2021). Further, the R2 value of 
the close stock price of NVDA, AMD, and INTC 
was evaluated at 0.5955, 0.7520, and 0.8369 
respectively under the MLR technique which 
shows more moderate values (Wang et al., 
2023). The MLR technique has shown more 
simple relations between variables, flexibility, 
adaptability, and minimizing the cost of 
computation. 

Quantum machine learning (QML) is a field 
that uses the computational advantages of 
quantum systems to utilize neural networks 
trained and operated. QNN network known as 
quantum circuit learning is built through ML 
algorithm for quantum computers. The 
variational quantum algorithm relies on a 
quantum-classical hybrid algorithm that 
operates with noisy intermediate-scale 
quantum (NISQ) devices (Preskill, 2018).  
Quantum Neural network (QNN) uses high 
dimensional quantum states as trial functions 
which are difficult to generate on classical 
computers and utilizes unitarity of quantum 
circuits (QC) which reduces overfitting by 
regularization of the stock dataset (Mitarai et al., 
2018). 

A QNN network is used to minimize the 
differences between the output of the QC and 
actual stock price by tunning the QC 
parameters to their maximum values Quantum 
operations are encoded and processed data into 
the quantum neural networks (QNNs), by 
employing quantum superposition, and 
entanglement which accelerate the learning 
process (Ciliberto et al., 2018). QNN network 
has supervised more interest due to resistance 
to overfitting by utilizing a small number of 
training datasets for stock price prediction. 
Apart, from QNN networks, quantum kernel 
techniques use quantum operations to generate 
kernels from the inner products of quantum 
states, and classical data are transposed into the 
quantum domain. Quantum computing 
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involves qubits which are the basic units of 
quantum data that act as a computer memory 
by taking quantum states of 0, 1, or both. This is 
mostly faster and higher powered than classical 
computers. 

Quantum mechanics was used in the 
Association of Southeast Asian Nations 
(ASEAN) stock exchange for value at risk (VaR), 
and expected shortfall (ES) predictions by using 
Bayesian inference led to wave function 
development for risk management, 
(Chaiboonsari and Satawat, 2021). Quantum 
computers were used to predict option prices 
under gated- based on the utilization of 
amplitude estimation (AE) algorithm which is 
faster than classical Monte Carlo methods. QC 
was built for input states, and operators for AE 
for different option prices (vanilla, multi-asset, 
and path-dependent). IBM Q Tokyo quantum 
device was used to assess QC for option pricing, 
and error mitigation for error reduction in noisy 
two-qubit gates, (Stamatopoulos et al., 2020). 

Despite many developments in predictive 
neural networks, especially when stock data is 
considered the inclusion of dropout in the 
LSTM neural network avoids overfitting and 
decreases sensitivity hence in the present study 
these factors are considered. Further, the 
inclusion of more than four inputs in the MLR 
neural network provides flexibility and 
adaptability of data, hence in the study this 
factor is considered. Comparison of the CNN, 
and QNN models for stock price prediction, 
helps in understanding the performance 
capabilities and robustness in the stock 
prediction in developing markets like Tanzania. 
Hence, in the present study, the LSTM, MLR, 
and QNN model's efficacy in the stock 
prediction of, Cooperative Rural Development 
Bank (CRDB) and National Microfinance Bank 
(NMB) data were considered. To assess the 
predictive capabilities, performance metrics 
such as R2, mean absolute percentage error 
(MAPE), mean absolute error (MAE), mean 
square error (MSE), and root mean square error 
(RMSE) were used. 

  

 

Materials and Methods 

Stock market data of CRDB and NMB were 
obtained from the Dar Es Salaam Stock 
Exchange (DSE) with 2525 stock data points for 
each company with 80% for training, and 20% 
for testing. Errors in the data, where trading 
from one of the stocks was not available on a 
particular day were cleaned for consistency in 
the data. Further, the data was used to evaluate 
the performance predictors using LSTM, MLR, 
and VQNN. 

Long Short-Term Memory (LSTM) network 
LSTM is a type of RNN and is mostly powerful 
in maintaining the memory of the input, which 
makes it suitable for application in the financial 
time series stock market (Jia, 2016).  The LSTM 
involves two steps which are data preparation 
and dropout as shown in Figure 1. The stock 
data set takes into consideration stock price 
indexes such as volume, turnover, deals, close, 
high, and low prices. The scaling feature is used 
to normalize all the stock data as defined in 
equation 1 which is given at different ranges of 
conversion from 0 to 1. Unnormalized stock 
datasets may cause massive gradient error 
values and result in massive and unstable 
values for the LSTM model. Normalization of 
the stock dataset is done by MinMaxScaler 
which is present in the sklearn preprocessing 
library of Python. This helps to keep the stock 
dataset in columns within the given ranges of 0 
and 1 and preserves the shape of the stock 
dataset without any distortion with 100 as a 
batch size, (Quadir et al., 2023). The ratio for 
training and testing is set to 80:20, (Al 
Bashabsheh and Alsal, 2021). 
 

𝑋∗ =
𝑋−𝑋𝑚𝑖𝑛

𝑋𝑚𝑎𝑥−𝑋𝑚𝑖𝑛
                                                  (1)                        

where,  𝑋∗ represents the predicted stock price,
  𝑋 represents the recorded stock price. 
𝑚𝑖𝑛 represents the minimum stock price,  𝑚𝑎𝑥 
represents the maximum stock price. 

Activation functions are an output of the 
networks whereby the strength is determined 
between the connection of weights and 
neurons. Rectifier Linear Unit (ReLU) was 
applied as an activation function, when input 
values are less than or equal to zero, the 
function gives a zero output, while the input 

https://arxiv.org/search/quant-ph?searchtype=author&query=Stamatopoulos,+N
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values are greater than zero, the output values 
will be the same as a linear function as 
represented in equation 2 since it simplifies 
backpropagation that makes learning faster, 
improves efficiency, and makes features sparse, 
(Houssein et al., 2021). 

𝑓(𝑥) = {
𝑥, 𝑥 > 0

0,   𝑥 ≤ 0
} = 𝑀𝑎𝑥(0; 𝑥)                           (2) 

The LSTM network involves a sequential way of 
processing by incorporating LSTM layers in the 
network. The LSTM incorporates eight layers 
that are the maximum number of layers for 
higher accuracy predictions by avoiding 
overfitting and employing dropout which 
reduces the sensitivity of the model. The first 
layer of the network is taken from the Keras 
library. The input layer shape is (105, 1) where 
the time step used is 105, it specifies an input 
size of 105, and one feature column is used as 
input. The first layer’s sequential layer, is the 
LSTM layer (50 units), with a dropout layer 
(0.2), and the same is continued for another 
layer. The last layer is a dense layer that acts as 
output by fully connecting the previous layer. 
Adam optimizer utilizes a large capacity of 
financial time series stock dataset and a 
different number of parameters. 

The LSTM network employs a batch size of 100 
with an epoch size of 105 by neutralizing stock 
data together into 100 batch sizes in the LSTM 
network. The 105 epoch means that stock data 
is being applied to the network 105 times, to 
accomplish training and testing for the stock 
data set. The inverse transform function is being 
used to normalize low predicted stock price 
back into normal scale, this facilitates 
comparison between recorded and predicted 
low stock price for accuracy measurement by 
performance indices. 

The dropout technique is a method of avoiding 
overfitting by short-term removal of the unit 
structure of neural networks from a framework 
at a certain probability. The dropout technique 
increases the efficiency of supervised learning 
activities such as stock predictions, speech 
recognition, classification, and computational 
biology, (Srivastava et al., 2014). The LSTM 
networks employ a large number of parameters 
as shown in Table 1 that are more useful to 

decrease overfitting and increase performances 
over regularization methods. 

Multiple Layer Regression (MLR) network 

The MLR network falls under the category of 
time series regression which involves the 
prediction of future stock prices which are time-
dependent stock data relying on past 
information to make stock price predictions. It 
involves one dependent variable and several 
different independent variables as shown in 
Equation 3, (Makridakis et al., 2008). The 
conditions for the MLR model are a linear 
relationship between independent and 
dependent variables, normal distribution of 
residuals, multicollinearity should be avoided, 
and a constant variance of errors must be 
maintained, (Deb, 2020). 

𝑦 = 𝑋1𝛽1 + 𝑋2𝛽2 + 𝑋𝑛𝛽𝑛 + ℰ                        (3) 

where, 𝑦 represent predicted stock price, and 𝑥, 
𝜀, and 𝛽 are the augmented vectors. 
The MLR involves three parts of the neuron 
layer which are the input neuron layer (Input 
layers 1 through 4, Input layers 2 through 3, and 
Input layer 4), the hidden neuron layer (Hidden 
layer-1, Hidden layer-2, Hidden layer-3, and 
Hidden layer-4), and output neuron layer with 
a greater number of hidden neuron layer. Both 
neurons are connected to the remaining last 
layer in the network which is known as the 
dense layer by which neurons from the same 
layer are not connected. The weights keep 
changing in a neuron after error evaluation in 
the stock data when comparing the predicted 
low stock price with the expected low stock 
price by applying the learning rate (0.001). The 
learning in an MLR network is visualized in 
Figure 2 when each input (𝑋) to neuron is 
multiplied by a weight (w) and then added to 
bias (b) in equation 4, (Jia, 2016). 

𝑚 = 𝑏 + ∑ 𝑋𝑖𝑊𝑖

𝑛

𝑖=1
                              (4) 

This sum is then processed by the activation 
function 𝑓(𝑚) which turns the signal on or off 
in a nonlinear way as an output in equation 5. 

Bias is a measurement of how simple it is to 
cause perceptron to produce a 1, (Mari et al., 
2020). 
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𝑂𝑢𝑡𝑝𝑢𝑡 = 𝑓(𝑚)     (5) 

The MLR network utilizes four stock datasets 
with three layers which are the input 
(sequential) layer, the hidden (100 dense 
neurons) layer as shown in Table 1, and the 
output (single dense neuron) layer. It employs 
the ReLU activation function in equation 2 with 
auto batch size, random state (1), and maximum 
iteration (2000), the ratio for training and testing 
is 80:20. The evaluation of the MLR model can 
be done by using 𝑠𝑘𝑙𝑒𝑎𝑟𝑛. 𝑚𝑒𝑡𝑟𝑖𝑐. 

Variational Quantum Neural Network 
(VQNN)  
A variational quantum circuit (VQC) are 
quantum algorithm that relies on free 
parameters (rotational angles) such as basic QC 
with three parts which are the preparation of a 
fixed initial state like zero or vacuum state, x is 
the classical data points into an n quantum bit 
in a quantum state |Ψ> as given by equation 6. 
 

|Ψ(x)> = F(x)|0 >⊗ 𝑛                                (6) 

 
A quantum circuit (ansatz) generates qubit 
states with entanglement and rotation gates, 
with variational with free parameters sets of 
ansatzes (𝜃), as shown by equation 7. 
(Sebastianelli et al., 2021) 
 
|ɸ(𝑥, 0 >  = 𝐴(𝜃)   |𝛹(𝑥) >                        (7) 

Observable measurement �̂� and the eigenvalue 
appears similar to the recorded resultant 
quantum state. The repetition run of VQC with 
an input x and free parameters vector 𝜃 
produces an expectation value (f) as given in 
equation 8, (Killoran et al., 2019) 

𝑓(𝑥, 𝜃) =< 0|𝑈+(𝑥, 𝜃)𝛽 ̂𝑈(𝑥, 𝜃)|0 >          (8) 

The expectation value is used as an output in 
ML after the employment of VQC. The classical 
optimization algorithm is used to train VQC to 
understand the uncertainty of a quantum 
device. This guides the algorithm to come up 
with the best parameters for each step taken. 

VQNN model executes data, firstly the input 
parameters are encoded into the required qubits 
state with exact qubit numbers, then measures 
the qubits. Qubit is added to the PQC of 

Hadmard gate and CNOT gate. The first step is 
through initialization of the states in the VQNN 
algorithm in which Hadmard gate applied 
qubits into a superposition state by accepting 
qubits as input of the model. The stock data are 
added to the kernel for the VQNN algorithm 
with the stock data as shown in equation 9.  

𝐷 = {(𝑋𝑖 ,   𝑌𝑖)}                                        (9) 
Whereby,  
𝐷 − 𝑟𝑒𝑝𝑟𝑒𝑠𝑒𝑛𝑡 𝑎 𝑠𝑡𝑜𝑐𝑘 𝑑𝑎𝑡𝑎,                                           
𝑋𝑖 − 𝑟𝑒𝑝𝑟𝑒𝑠𝑒𝑛𝑡 𝑡ℎ𝑒 𝑖𝑛𝑝𝑢𝑡 𝑣𝑒𝑐𝑡𝑜𝑟. 
 𝑌𝑖 − 𝑟𝑒𝑝𝑟𝑒𝑠𝑒𝑛𝑡 𝑡ℎ𝑒 𝑜𝑢𝑡𝑝𝑢𝑡 𝑣𝑒𝑐𝑡𝑜𝑟. 
 
The classical bit is changed into qubits by 
employing PQC for the performance of complex 
computation of Hilbert space in high 
dimensional. Superposition and entanglement 
are obtained by manipulation of qubit states, 
considering inner product over superposition 
states. Figure 3 shows the architecture of a 
Quantum neural network (QNN). The VQNN 
model through the measurement layer 
produces an output that is classical output by 
applying distribution function F(D) and is 
updated by classical post-processing in 
equation 10. 

|𝐾∗ >  =   
1

√𝐹(𝐷)
 ∑ 𝐾(𝑋∗

𝑛
𝑖=1   . 𝑋𝑖) |𝑖 >               (10) 

Whereby,                           
 𝐾 − 𝑟𝑒𝑝𝑟𝑒𝑠𝑒𝑛𝑡 𝐾𝑒𝑟𝑛𝑒𝑙 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛,                       
𝑛 − 𝑟𝑒𝑝𝑟𝑒𝑠𝑒𝑛𝑡 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑠𝑡𝑜𝑐𝑘 𝑑𝑎𝑡𝑎.                   
|𝐾∗ > − 𝑟𝑒𝑝𝑟𝑒𝑠𝑒𝑛𝑡 𝑡ℎ𝑒 𝑐𝑙𝑎𝑠𝑠𝑖𝑐𝑎𝑙 𝑜𝑢𝑡𝑝𝑢𝑡. 

The VQNN algorithm employs a learning rate 
(0.001) with an epoch (1) batch size (1) and 
random state as shown in Table 1 with an Adam 
optimizer that can use different numbers of 
hyperparameters to assess the efficiency of 
adaptable weight applied in the model. 

Performance metrics are employed to assess the 
effectiveness of the networks designed. 

MSE is a measurement of the average squared 
difference between the actual (recorded) and 
predicted stock prices within a dataset as 
indicated in Equation 11. It is applicable in ML, 
and regression evaluation; it is useful when is 
smaller which shows that stock data points are 
aligned around its mean central. 
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𝑀𝑆𝐸 =
1

𝑛
∑(𝑌𝑎𝑐𝑡𝑢𝑎𝑙

𝑖 − 𝑌𝑝𝑟𝑒𝑑𝑖𝑐𝑡
𝑖 )

2
           (11)

𝑛

𝑖=1

 

where,
 

n represent number of stock data points.     𝑦𝑝𝑟𝑒𝑑𝑖𝑐𝑡
(𝑖)

 

represent the prediction value of the stock. 

𝑌𝑎𝑐𝑡𝑢𝑎𝑙
(𝑖)

 represents the actual value of the stock. 

MAE is the absolute difference between an 
expected value and a forecast result (Moon and 
Yao,2011). MAE is given by equation 12. 

𝑀𝐴𝐸 =
1

𝑛
∑ |𝑦𝑎𝑐𝑡𝑢𝑎𝑙

(𝑖)
− 𝑦𝑝𝑟𝑒𝑑𝑖𝑐𝑡

(𝑖)
|𝑛

𝑖=1     (12)                

MAPE is the indicator that gives the result of 
how accurate a prediction network is and the 
amount of prediction error about the actual 
value (De Myttenaere et al., 2016). MAPE is 
given by equation 13. 

𝑀𝐴𝑃𝐸 =

∑
𝑦𝑎𝑐𝑡𝑢𝑎𝑙

(𝑖)
− 𝑦𝑝𝑟𝑒𝑑𝑖𝑐𝑡

(𝑖)

𝑦𝑎𝑐𝑡𝑢𝑎𝑙
(𝑖)

𝑛
× 100%             (13)                    

R2 is the proportion of the variance in the 
dependent variable that is predictable from the 
independent variable. The R2 value is given by 
equation 14. 

𝑅2 =
(1−∑ 𝑦𝑎𝑐𝑡𝑢𝑎𝑙

𝑖𝑛
𝑖=1 −𝑦𝑝𝑟𝑒𝑑𝑖𝑐𝑡

𝑖 )
2

(∑ �̂�𝑛
𝑖=1 −𝑦𝑝𝑟𝑒𝑑𝑖𝑐𝑡

𝑖 )
2                         (14)                    

where, 
 

𝑌 ̂represent mean square of the stocks value. 

RMSE is the value between 0 and 1 with 0 being 
the most favorable value as shown in equation 
15. 

𝑅𝑀𝑆𝐸 = √
1

𝑛
∑ (𝑦𝑎𝑐𝑡𝑢𝑎𝑙

(𝑖)
− 𝑦𝑝𝑟𝑒𝑑𝑖𝑐𝑡

(𝑖)
)

2
𝑛
𝑖=1         (15) 

Results 

The study involves three DL networks LSTM, 
MLR, and VQNN to predict the low stock price 
of (CRDB, and NMB). Python software (3.11.0) 
was used in this study under Jupiter Notebook 
server (anaconda3) with different libraries such 

as Keras, PennyLane, pandas, numpy, 
matplotlib, sklearn, and quantum dense. 

The RMSE values for different epochs for 
selected neural networks for CRDB and NMB 
stocks were calculated and indicated in Table 2. 
It is observed that the predictions in the VQNN 
network outperformed other networks by 
indicating major improvement between actual 
and predicted low stock prices due to strong 
resistance to overfitting. 

The MAE values for different epochs were 
calculated and indicated in Table 3. It can be 
observed from Table 3, that the VQNN network 
had the lowest value of MAE values which are 
due to less overfitting of stock data which 
makes the network applicable to small training 
datasets. However, the MAE has no regular 
trend with increasing epoch value in VQNN.  

Table 4 shows MAPE values for selected neural 
networks, it is observed that MLR and LSTM 
models outperformed the VQNN model due to 
the presence of more hidden layers in the MLR 
model, and a dropout layer in the LSTM layer 
which avoids overfitting of the stock data 
during the prediction of the low stock price. 

From, Table 5 it is observed that the prediction 
of the stock price was more accurate for the 
LSTM and MLR networks compared to the 
VQNN network due to the addition of more 
layers in the networks which is evident from the 
higher values of correlation coefficients.  

Figure 4, illustrates the actual and predicted 
CRDB low stock price using the MLR, LSTM, 
and VQNN network from the 3rd of March 2021 
to the 2nd of September 2023. An overlap 
between the recorded and predicted low stock 
price indicated that the selected neural 
networks could forecast the trend in the stock 
price. However, the trend in MLR 
outperformed the other neural networks which 
is evident from the overlapping of actual stock 
prices as shown.  

Figure 5, demonstrates the actual and predicted 
NMB low stock price using the MLR, LSTM, 
and VQNN network from the 1st of October 
2020 to the 1st of April 2023. An overlap between 
the recorded and predicted low stock price 
indicated that the selected neural networks 
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could forecast the trend in the stock price. 
However, the trend in MLR outperformed the 
other neural networks which is evident from the 
overlapping of actual stock prices as shown. 

The lower prediction values of VQNN are 
attributed to the large volatility in the NMB data 
sets as compared to CRDB data sets. 

 

Table 1  

RMSE comparison for the neural networks 

Epoch CRDB NMB 

LSTM MLR VQNN LSTM MLR VQNN 

15 21.3099 6.2204 0.1793 136.1077 53.7286 0.1231 
30 22.0850 6.3890 0.6522 118.0746 52.1690 0.1228 
45 18.8869 6.3147 0.2305 107.9708 52.5774 0.5901 
60 20.2611 6.1933 0.1768 103.2190 53.2441 0.6023 
75 18.0351 6.1793 0.1784 92.7938 54.9446 0.2347 
90 
105 

14.4779 
14.5792 

6.2683 
7.9462 

0.2187 
0.1742 

111.0922 
92.2959 

53.3167 
52.6985 

0.3629 
0.1694 

 

Table 2 

MAPE values for neural network 

Epoch CRDB NMB 

LSTM MLR VQNN LSTM MLR VQNN 

15 0.0484 0.0133 0.1574 0.04361 0.01532 0.2147 
30 0.0456 0.0128 0.6291 0.03719 0.01484 0.2014 
45 0.0390 0.0132 0.1947 0.02939 0.01478 0.1752 
60 0.0435 0.0136 0.1538 0.02851 0.01547 0.3577 
75 0.0383 0.0129 0.1502 0.02448 0.01563 0.6838 
90 0.0298 0.0130 0.1885 0.03131 0.01516 0.4454 
105 0.0300 0.0136 0.1463 0.02583 0.01494 0.3545 

 

Table 3 

 R2 comparisons for the neural network 

Epoch CRDB NMB 

LSTM MLR VQNN LSTM MLR VQNN 

15 0.9292 0.9939 0.9477 0.9260 0.9884 0.9127 
30 0.9239 0.9836 0.9901 0.9443 0.9891 0.9834 
45 0.9441 0.9837 0.8232 0.9534 0.9889 0.9127 
60 0.9360 0.9940 0.8560 0.9574 0.9886 0.9945 
75 0.9443 0.9940 0.9893 0.9656 0.9879 0.9200 
90 0.9673 0.9938 0.8801 0.9507 0.9886 0.9834 
105 0.9668 0.9900 0.8406 0.9660 0.9889 0.9875 
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Table 4 

RMSE value comparisons with different DL models 

Epochs Hybrid model DNN LSTM MLR VQNN 
 Srivinay et al. (2022) (Present study) 

15 6.50 11.50 21.30 6.22 0.17 
30 5.60 13.60 22.08 6.38 0.65 
45 7.10 12.60 18.88 6.31 0.23 
60 6.30 11.20 20.26 6.19 0.17 
75 7.20 13.11 18.03 6.17 0.17 
90 6.75 12.40 14.47 6.26 0.12 

 

Table 5  

R2 values comparisons with different DL models 

Epoch MLS-LSTM LSTM MLR VQNN 
 Quadir et al. (2023)                         (Present study) 

15 0.38 0.90 0.99 0.92 

30 0.77 0.94 0.98 0.94 

45 0.84 0.95 0.98 0.95 

60 0.93 0.96 0.99 0.95 

75 0.98 0.95 0.99 0.96 
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Figure 1  

Neural Network architecture of the LSTM model with a dropout layer 
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Figure 2  

Neural Network architecture of the MLR model 
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Figure 3  

Neural network architecture of the VQNN model 

 

Figure 4  

Comparison of the recorded, and predicted CRDB low stock price 
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Figure 5  

Comparison of the recorded, and predicted NMB low stock price 
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Discussion 

The results from this study for CRDB's low 
stock price are compared with those existing in 
the literature and are tabulated for the predictor 
variables as indicated in Tables 6, 7, 8 and 9. 
Srivinay et al. (2022) used a hybrid model and 
deep neural network (DNN) in the prediction of 
the stock price of Kotak, ICICI, Axis, and Yes 
Bank which are of high capital and with more 
volatility, the result of RMSE, and MAE values 
obtained are shown in Table 6 and 7 
respectively and compared to the proposed 
models (LSTM, MLR, VQNN). It can be 
observed that the dropout LSTM and DNN 
models had the largest RMSE and MAE values 
which increase incapability to long-term 

dependencies but VQNN, hybrid model, and 
MLR models had the lowest value due to proper 
tunning of hyperparameter to overcome the 
instability in the prediction model, further, it is 
observed that addition of hidden layers 
increases the accuracy of the models. 

Quadir et al., (2023) used the MLS-LSTM model 
in the prediction of the low stock price of 
Samsung, the result of MAPE values obtained, 
and compared with DL networks (LSTM, MLP, 
RNN, CNN) in the prediction stock price of 
Maruti, HCL, and Axis Bank within 400 days, 
(Rahman et al., 2019), but the MLS-LSTM model 
outperformed the DL networks due additional 
layers used. Further, the MAPE result of the 
MLS-LSTM model was compared to the 
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proposed models (LSTM, MLR, VQNN) as 
shown in Table 8. It can be observed that the 
LSTM and MLR models outperformed the MLS-
LSTM, and VQNN models due to the presence 
of more hidden layers, and dropout layers 
which reduce overfitting and increase the 
capability of long-term dependencies. 

MLS-LSTM for Samsung's low stock price 
prediction (Quadir et al., 2023), the R2 value was 
obtained, and compared to support vector 
machine (SVM), and linear regression in stock 
price prediction (Bonab et al., 2013). The MLS-
LSTM model outperformed both the SVM and 
linear regression model in the R2 value which 
indicates more accuracy for stock price 
prediction of the MLS-LSTM. The R2 values of 
the MLS-LSTM model were compared to the 
proposed models (LSTM, MLR, VQNN) as 
shown in Table 9, proposed models were more 
accurate for the prediction of stock price. 

The observation of the result produced by 
proposed models (LSTM, MLR, and VQNN) on 
projecting the low stock price, shows that the 
LSTM model which is a single input, and single 
output had better result due to the dropout 
layer which reduce the overfitting of the stock 
data, and can be observe in figure 4, and 5 had 
more convergence which indicate the accuracy 
of the model in prediction, (Yadav et al., 2020). 
The MLR model from the comparison of 
different studies (Wang et al., 2023; Alkhatib et 
al., 2022) has shown that with many inputs more 
than four in traditional models has more 
advantage to allow flexibility, and adaptability 
which increases the accuracy performance of 
the model, and the overlap, and convergence 
between recorded, and predicted low stock 
price is good as shown in figure 4, and 5. 

The VQNN model show the performance to 
predict the trend of the low stock price despite 
of being faster in learning, a smaller number of 
hidden neurons, and high speed in processing 
stock data, (Jeswal and Chakraverty, 2018). The 
model is encountered by overfitting of the stock 
data due to large data used during training and 
testing process, (Hirai, 2024). The trend of the 
low stock price was predicted but the 
convergence between recorded, and predicted 
low stock price was very less which indicate 
incapability to predict low stock price as shown 

in figure 4, and 5. The models which will be the 
best to predict the stock price will maximize the 
profit to the investment, the projection of the 
stock price has been using different approaches, 
(Kiran, 2021). 

Conclusion 

The results are promising for the three 
networks, which are LSTM with dropout, MLR, 
and VQNN networks for predicting low stock 
prices of CRDB and NMB datasets. The result 
from the LSTM network showed that the 
application of the   layer has increased the 
efficiency of the network by reducing the 
occurrence of overfitting, and sensitivity of the 
stock dataset. Further, the utilization of more 
hidden layers in the MLR network has triggered 
updates on the weights and biases of the 
network for a more accurate prediction. The 
VQNN network had less efficiency and showed 
inconsistency in terms of performance indices 
due to the overfitting of stock datasets. The 
average correlation coefficients in terms of the 
predictor R2 of the three networks were 0.9673, 
0.9940, and 0.8647 for the LSTM, MLR, and 
VQNN networks respectively. Hence the MLR 
and LSTM networks were accurate in 
predicting the low stock price for CRDB and 
NMB datasets considered due to the presence of 
more additional layers and dropout layer which 
reduce generalization of the results. 

 

Recommendations 

Though LSTM performed better, MLR has also 
produced good results in terms of the 
correlation coefficient and it is observed that the 
speed of computation is better with VQNN. It is 
recommended that further analysis of different 
datasets considering various input and output 
parameters and considering evolutionary 
algorithms and hyper-tuned VQC for speed and 
accuracy should be explored to generalize the 
performance comparison. Fundamental and 
sentiment analysis must be taken into action 
since public opinions affect the performance of 
the company and allow a change in the 
prediction model to fit sentiment for more 
precise stock price prediction. 
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